François Germinet

On Bernoulli decomposition of random variables and recent various applications


<http://sedp.cedram.org/item?id=SEDP_2007-2008_____A9_0>
ON BERNOLLI DECOMPOSITION OF RANDOM VARIABLES
AND RECENT VARIOUS APPLICATIONS

FRANÇOIS GERMINET

Abstract. In this review, we first recall a recent Bernoulli decomposition of any given non trivial real random variable. While our main motivation is a proof of universal occurrence of Anderson localization in continuum random Schrödinger operators, we review other applications like Sperner theory of antichains, anti-concentration bounds of some functions of random variables, as well as singularity of random matrices.
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1. Bernoulli decomposition

Let $X$ be a real random variable that is non degenerate (i.e. non constant). Throughout this review, we shall make use of the following property (that clearly implies that $X$ is non degenerate)

(H) There exists $\rho \in [0, \frac{1}{2}]$ such that $\mathbb{P}(X < x^-) > \rho$ and $\mathbb{P}(X > x^+) > \rho$ for some real numbers $x^- < x^+$.

To fix notations we say that $\varepsilon$ is a Bernoulli random variable with parameter $p \in [0, 1]$, if $\mathbb{P}(\varepsilon = 0) = 1 - p$ and $\mathbb{P}(\varepsilon = 1) = p$. The first result asserts that from any non degenerate real random variable one can extract a Bernoulli part. Roughly this comes from the following observation: one can cut the support of the variable in two pieces of positive probabilities $1 - p$ and $p$, parametrize these two pieces, and use a Bernoulli variable to decide in which piece falls a given realization.

Definition 1.1. Let $X$ be a real random variable. Let $f, \delta$ be measurable functions, such that $f : [0, 1] \rightarrow \mathbb{R}$ is monotone increasing and $\delta : [0, 1] \rightarrow [0, +\infty]$. Let $p \in [0, 1]$. We say that $(f, \delta, p)$ is a Bernoulli decomposition of $X$ if (in law)

$$X = f(t) + \delta(t)\varepsilon,$$
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where \( t \) and \( \varepsilon \) are two independent random variables, such that \( t \) has the uniform distribution in \( [0, 1[ \); and \( \varepsilon \) is a Bernoulli with parameter \( p \).

**Theorem 1.2** ([AGKW]). Let \( X \) be a real non degenerate random variable.
1. For any \( p \in ]0, 1[ \) there exists a Bernoulli decomposition \( (f, \delta, p) \) of \( X \).
2. There exists \( p \in ]0, 1[ \) so that \( X \) admits a Bernoulli decomposition \( (f, \delta, p) \) with \( \inf_{t \in ]0, 1[} \delta(t) > 0 \).
3. Assume Property (H). There exists \( p \in ]p, 1 - p[ \) so that \( X \) admits a Bernoulli decomposition \( (f, \delta, p) \) with \( \inf_{t \in ]0, 1[} \delta(t) > 0 \).
4. Assume Property (H). Then the Bernoulli decomposition \( (f, \delta, p = \frac{1}{2}) \) satisfies
   \[
   P_t(\delta(t) > x_+ - x_-) \geq 2p.
   \]

**Remark 1.3.** Property (H) is convenient in order to get a control on the Bernoulli parameter \( p \). Such a control turns out to be crucial when considering families of independent but not necessarily identical random variables.

As mentioned in [AGKW], the presence of a Bernoulli component in any random variable was noted implicitly in the work of A. N. Kolmogorov [Ko] where it was put to use in an improvement of the earlier concentration bounds of W. Doeblin and P. Lévy [DoL, Do] on linear functions of independent random variables. Initially, Kolmogorov did not extract the maximal benefit from the method by not connecting it with Sperner theory, and in particular the concentration bound in [Ko] includes an unnecessary logarithmic factor; the corresponding improvement was made by B. A. Rogozin [R1]. The bounds were further improved in a series of works, in particular [Es, Ke, R2] where use was also made of other methods.

For random variables with values in \( \mathbb{Z} \), a representation similar to the one of Theorem 1.2, but with \( \delta \) taking values \( 0, 1 \) (so not necessarily positive), has been derived by D. McDonald, and used in the analysis of local limit theorems for integer random variables ([McD]). An application of McDonald’s decomposition to statistical mechanics can be found in [I].

For the reader’s convenience, we sketch the proof of Theorem 1.2. Points 1 and 2 correspond to [AGKW, Theorem 2.1] and Point 4 comes from [AGKW, Theorem 2.2]. Point 3 can be found in [BrG].

**Proof.** 1. We denote by \( \mu \) the law of \( X \) and by \( F \) its distribution function: \( F(u) = \mu([-\infty, u]) \). We set, for any \( t \in ]0, 1[ \),
   \[
   G(t) := \inf\{u, F(u) \geq t\}. \tag{1.2}
   \]
   Note that
   \[
   G(t) \leq u \iff F(u) \geq t, \tag{1.3}
   \]
   so that \( X \) and \( G(t) \) have the same law (\( G(t) \) can be seen as a parametrization of \( X \)).

   For \( p \in ]0, 1[ \) given, following [AGKW, Proof of Theorem 2.1], we set for \( t \in ]0, 1[ \):
   \[
   Y_1(t) := G((1 - p)t) \tag{1.4}
   \]
   \[
   Y_2(t) := G(1 - p + pt). \tag{1.4}
   \]
   We then let
   \[
   f(t) := Y_1(t), \tag{1.5}
   \]
   \[
   \delta(t) := Y_2(t) - Y_1(t). \tag{1.6}
   \]
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so that, if $\varepsilon$ is a Bernoulli variable with probabilities $(1 - p, p)$ and $t$ a random variable with uniform distribution in $[0, 1]$, we have (in law)

$$X = f(t) + \delta(t)\varepsilon.$$  \hspace{1cm} (1.7)

2. That $\inf_{[0, 1]} \delta(t) > 0$ is immediate if $Y_2(0) - Y_1(1) = G(1 - p + 0) - G(1 - p) > 0$, which turns out to be the case if $X$ is a Bernoulli itself (choosing $p$ to be its Bernoulli parameter). If $X$ takes at least 3 values, then it is enough to note in full generality that there exists (at least one) $p \in [0, 1]$ so that $T_1 > T_2$ where

\begin{align*}
T_1 &= \inf\{ t \in [0, 1] : Y_1(t) = G(p^-) \} \quad \text{(arrival time of $Y_1$)}, \\
T_2 &= \sup\{ t \in [0, 1] : Y_2(t) = G(1 - p + 0) \} \quad \text{(departure time of $Y_2$)}.
\end{align*}

The latter implies that $\delta(t) > 0$ for all $t$.

3. Assume now that $X$ satisfies the estimates of Property (H), with points $x_- < x_+$. We set $p_- = \mu([-\infty, x_-]), p_+ = \mu([x_+, +\infty])$. We show that $p = 1 - p_-$ is a possible choice. Thanks to (H), $p \geq p_+ > \rho$, and $1 - p = p_- > \rho$, so that $p \in [\rho, 1 - \rho]$.

We always have $G(1 - p) \leq x_- \leq G(1 - p + 0)$. If $G(1 - p) < x_-$ then $\delta(t) \geq x_- - G(1 - p) > 0$. Suppose $G(p_-) = x_-$. We claim that $T_1 = 1 > T_2$. It is easy to see that $T_2 \leq (p-p_+)/\rho < 1$. It remains to show that $T_1 = 1$. Suppose $T_1 < 1$. For any $t \in [T_1, 1]$ and for any $u < x_-$, one has $x_- = G(p-t) > u$. Then (1.3) implies that $F(u) < p_-, t$, and thus we get the following contradiction

$$p_- = \mu([-\infty, x_-]) = \sup_{u<x_-} F(u) \leq p_- t < p_-. \hspace{1cm} (1.8)$$

4. We set $Y_1(t) = G(\frac{1}{2}t)$ and $Y_2(t) = G(1 - \frac{1}{2}t)$ and proceed as above. Because of Property (H), we have $Y_1(2\rho) \leq x_-$ while $Y_2(2\rho) > x_+$, so that for any $t \leq 2\rho$, $\delta(t) > x_- - x_-$.

\section*{2. Antichains and Sperner Theory}

A possible motivation for looking into Sperner theory is the following quite natural question arising in arithmetics, see e.g. [An] and references therein. Consider any set with a (discrete) probabilistic structure by considering $P = \bigotimes_{i=1}^{N} \mu_i$ where for any $i$, $\mu_i$ is a discrete probability measure on $\{0, 1, \cdots, k_i\}$.

Let $A \subset D$ be so that for any $r, r' \in A$, neither $r | r'$ nor $r' | r$. Two such elements are said to be “non comparable”, and a family of non comparable elements is called an antichain. The question is: what is the maximal size of such a set $A$? Recasted in probabilistic terms, we would like to provide a bound on $|P(A)|$. We first recall some basics from Sperner theory and then give an answer to the question.

We start with the simplest case, that is $k_i = 1$ for all $i$. The configuration space is $\{0, 1\}^N$, and we consider a collection of Bernoulli random variables $\eta = (\eta_1, \cdots, \eta_N)$. The set of configurations is partially ordered by the relation:

$$\eta < \eta' \iff \text{ for all } i \in \{1, \cdots, N\} : \quad \eta_i \leq \eta'_i. \hspace{1cm} (2.1)$$

A set $A \subset \{0, 1\}^N$ is said to be an \textit{antichain} if it does not contain any pair of configurations which are comparable in the sense of “$<$”. The original Sperner’s Lemma [Sp] states that for any such set: $|A| \leq \binom{N}{\lfloor N/2 \rfloor}$. An immediate computation using Stirling formula shows that the latter is bounded by $C2^N/\sqrt{N}$, with e.g.
$C = 2/\sqrt{\pi}$. As a consequence, if $\eta$ is a collection of identical Bernoulli variables with even weights $(\frac{1}{2}, \frac{1}{2})$, we get as an answer to the problem stated above: $\mathbb{P}(\mathcal{A}) \leq C/\sqrt{N}$ in this particular case. As we shall see, this $1/\sqrt{N}$ behaviour is fairly general.

The next step is to extend the previous bound to non even Bernoulli variables (but still identical). We need a more general result, called the LYM inequality, for antichains (e.g. [An]):

$$\sum_{\eta \in \mathcal{A}} \frac{1}{\binom{N}{\eta}} \leq 1,$$

where $|\eta| = \sum \eta_i$. The LYM inequality has the following probabilistic implication. If $\{\eta_i\}$ are independent copies of a Bernoulli random variable $\eta$ with probabilities $(1-p, p)$, then for any antichain $\mathcal{A} \subset \{0,1\}^N$:

$$\mathbb{P}(\{\eta \in \mathcal{A}\}) \leq \frac{2\sqrt{2}}{\sigma_\eta \sqrt{N}},$$

where $\eta = (\eta_1, \ldots, \eta_N)$, $\sigma_\eta = \sqrt{pq}$ is the standard deviation of $\eta$. The same bound extends to antichains on larger alphabet: $\{0,1,\ldots,k\}^N$ with $1 \leq k < \infty$ for equidistributed weights [An] as well as for general weights [En1, En2] (more than an upper bound, an asymptotics as $N$ goes to $\infty$ is known in those cases).

The following result extends those bounds to non identical measure with (possibly) infinite support. This seems to be a new result in Sperner Theory, which is mentioned in [AGKW, Remark 3.1]. In particular it provides an answer to the problem described as an introduction to this section.

**Theorem 2.1.** Set $\mathcal{D} = \mathbb{Z}^N$ and let $\mu_i$, $i = 1, \ldots, N$, be discrete probability measures on $\mathbb{Z}$. Set $\mathbb{P} = \bigotimes_{i=1}^N \mu_i$. Assume there is $\rho \in [0, \frac{1}{2}]$ such that for any $i = 1, \ldots, N$, there exists $m_i \in \mathbb{Z}$ s.t.

$$\mu_i([-\infty, m_i]) > \rho \quad \text{and} \quad \mu_i([m_i + 1, \infty]) > \rho.$$  \hspace{1cm} (2.4)

Then there exists $C < \infty$ (independent of $N$), such that for any antichain $\mathcal{A} \subset \mathcal{D}$,

$$\mathbb{P}(\mathcal{A}) \leq \frac{C}{\sqrt{\rho N}}.$$  \hspace{1cm} (2.5)

**Remark 2.2.** If the $\mu_i$’s are Bernoulli measures with support $\{0,1\}$, then we recover the extension of (2.3) to independent Bernoulli variables, but not necessarily identically distributed, that is proven in [AGKW, Lemma 3.2]; except for the dependency in $\rho$ of the constant, which behaves like $\rho^{-1}$ in [AGKW, Lemma 3.2].

As an illustration of the Bernoulli decomposition of Section 1, we sketch the proof of Theorem 2.1.

**Proof.** Let $(X_1, \ldots, X_n)$ be independent integer valued random variables with distribution $\mu_1, \ldots, \mu_N$, respectively. Hypothesis (H) of Section 1 is satisfied, and we can decompose $X_i$ as $f_i(t_i) + \delta_i(t_i)\eta_i$ according to Theorem 1.2 Point 4. Since for all $i = 1, \ldots, N$, $\mathbb{P}_i(\delta(t_i) \geq 1) \geq 2\rho$, by a large deviation argument, it is enough to estimate $\mathbb{P}(\mathcal{A}: |J_i| \geq \rho N)$, where $J_i = \{i = 1, \ldots, N, \text{s.t. } \delta(t_i) \geq 1\}$. Now

$$\mathbb{P}(\mathcal{A}: |J_i| \geq \rho N) = \mathbb{P}(\mathbb{P}_{(\eta_i)_{i \in J_i}}(\mathcal{A}: |J_i| \geq \rho N)).$$  \hspace{1cm} (2.6)

Let $t \in \{|J_i| \geq \rho N\}$ and $(\eta_i)_{i \in J_i}$ be given. We have $\delta_i(t_i) > 0$ for all $i \in J_i$, so that two elements $(f_i(t_i) + \delta_i(t_i)\eta_i)_{i \in J_i}$ and $(f_i(t_i) + \delta_i(t_i)\eta_i')_{i \in J_i}$ are comparable.
if and only if \((\eta_i)_{i \in J_t}\) and \((\eta'_i)_{i \in J_t}\) are comparable. Thus, \(t \in \{|J_t| \geq \rho N\}\) and \((\eta_i)_{i \neq \in J_t}\) being given, the set of \((\eta_i)_{i \in J_t}\) so that \((f_i(t_i) + \delta_i(t_i)\eta_i)_{i \in \{1, \ldots, N\}}\) \(\in A\) is an antichain. By Sperner’s bound
\[
P((\eta_i)_{i \in J_t}(A; |J_t| \geq \rho N) \leq \frac{2}{\sqrt{\pi |J_t|}} \leq \frac{2}{\sqrt{\pi \rho N}}. \tag{2.7}
\]

3. Singularity of random matrices

Let \(M_n = (a_{ij})_{ij}\) be a random \(n \times n\) matrix, where the \(a_{ij}\) are independent (non necessarily identically distributed) real random variables. We assume that the random variables \(a_{ij}\) satisfy the non-degeneracy property (H) of Section 1 with the same \(\rho\), namely

\((\mathrm{H'})\) There exists \(\rho \in ]0, \frac{1}{2}[,\) such that for any \(i, j = 1, \ldots, n\), \(\mathbb{P}(a_{ij} > x_{ij}^+) > \rho\) and \(\mathbb{P}(a_{ij} < x_{ij}^-) > \rho\) for some real numbers \(x_{ij}^+ < x_{ij}^-\).

The note [BrG] provides an elementary proof of the following result.

**Theorem 3.1.** [BrG] Let \(M_n\) be an \(n \times n\) matrix whose coefficients are independent random variables satisfying (H’). Then \(\mathbb{P}(M_n\text{ is singular}) \leq C_{\rho}/\sqrt{n}\), for some \(C_{\rho} < \infty\).

The study of the singularity of random matrices goes back, at least, to Komlós who showed in [Kom1] that \(\mathbb{P}(M_n\text{ is singular}) = o(1)\) for independent and identically distributed (iid) Bernoulli entries, namely \(a_{ij} = 0, 1\) with even probabilities \((\frac{1}{2}, \frac{1}{2})\). Using Sperner’s Lemma, Komlós noticed that the probability was \(O(n^{-1/2})\) [B], a result which has been further extended in [Sl] to the case of iid entries equally distributed over a finite set. For iid Bernoulli entries, the conjecture is that \(\mathbb{P}(M_n\text{ is singular}) \leq (c + o(1))^n\) with \(c = \frac{1}{2}\), which is the best possible since one clearly has \(\mathbb{P}(M_n\text{ is singular}) \geq 2^{-n}\). Such an exponential behaviour has been successively obtained and improved in [KoS, TV1, TV2] up to \(c = \frac{3}{4}\). The value \(c = \frac{1}{2}\) still seems to be out of reach.

If one turns to general entries, Komlós proved in [Kom2] that \(\mathbb{P}(M_n\text{ is singular}) = o(1)\) for independent and identically distributed non degenerate random variables. Furthermore, as pointed out by Tao and Vu in [TV1, Section 8], it follows from their analysis that \(\mathbb{P}(M_n\text{ is singular}) = o(1)\) for independent non degenerate entries, provided Property (H') holds. Under the same hypothesis Theorem 3.1 asserts that \(\mathbb{P}(M_n\text{ is singular}) = O(n^{-1/2})\).

In [BrG], Komlós’ argument as reproduced in [B] is extented to independent random variables satisfying the condition (H) taking advantage of the Bernoulli decomposition. The proof of Theorem 3.1 thus illustrates how the Bernoulli decomposition may be used in order to extend results known for Bernoulli to the general case of independent non degenerate random variables.

Sperner’s bounds enter the proof of such a result through the use of the Littlewood-Offord Lemma [Er]: let \(\eta = (\eta_1, \ldots, \eta_N)\) be a collection of independent Bernoulli variables, then for any reals \(|x_j| > 0, j = 1, \ldots, N, \beta \in \mathbb{R}, \mathbb{P}(\sum_{j=1}^N x_j \eta_j = \beta) \leq C/\sqrt{N}\). Indeed different realizations of \(\eta\) can belong to the same hyperplane only if they are non comparable, composing hence an antichain. It is then one ingredient of the proof of Theorem 3.1 to notice that the Littlewood-Offord Lemma
easily extends to general non degenerate random variables thanks to a Bernoulli decomposition.

4. CONCENTRATION BOUNDS

Let $X$ be a real random variable and $\mu$ its distribution. Its (Levy) concentration function $Q_X(s)$ (or equivalently the modulus of continuity of its measure $\mu$), is defined as

$$Q_X(s) = \sup_{x \in \mathbb{R}} \mathbb{P}(X \in [x, x+s]) = \sup_{x \in \mathbb{R}} \mu([x, x+s]). \quad (4.1)$$

Bounds on probability of antichains as in Theorem 2.1 find their natural generalization in the following theorem, that deals with some functions of arbitrary non degenerate random variables.

**Theorem 4.1.** [AGKW] Let $X = (X_1, \ldots, X_N)$ be a collection of independent random variables whose distributions satisfy, for all $j \in \{1, \ldots, N\}$:

$$\mathbb{P}(\{X_j < x_\pm\}) > \rho \quad \text{and} \quad \mathbb{P}(\{X_j > x_+\}) > \rho \quad (4.2)$$

for some $\rho > 0$ and $x_\pm < x_+$, and $\Phi : \mathbb{R}^N \mapsto \mathbb{R}$ be a function such that for some $\varepsilon > 0$

$$\Phi(u + ve_j) - \Phi(u) > \varepsilon \quad (4.3)$$

for all $v > x_+ - x_-$, all $u \in \mathbb{R}^N$, and $j = 1, \ldots, N$, with $e_j$ the unit vector in the $j$-direction. Then, the random variable $Z$, defined by $Z = \Phi(X)$, obeys the concentration bound

$$Q_Z(\varepsilon) \leq \frac{C}{\sqrt{\rho N}}, \quad (4.4)$$

for some $C < \infty$ (independent of $N$).

**Remark 4.2.** We ask for a uniform (H) property in the sense that $x_\pm$ are independent of the random variable. Compare to Theorem 2.1 and Theorem 3.1.

If the random variables are identical Bernoulli variables then the link between Theorem 4.1 and Sperner’s theory of antichains is quite obvious. Indeed, let $\eta, \eta'$ be two comparable realizations of $(X_1, \ldots, X_n)$, say $\eta_j \leq \eta'_j$ for all $j = 1, \ldots, N$. Then by (4.3), $\Phi(\eta)$ and $\Phi(\eta')$ cannot both belong to a given interval of length $\varepsilon$. In other words, for any given $x \in \mathbb{R}$, realizations of $Z = \Phi(X_1, \ldots, X_n)$ that fall into $[x, x+\varepsilon]$ belong to an antichain; (2.3) above then yields (4.4).

It remains to extend such a reasoning to arbitrary non degenerate random variables. This is achieved by taking advantage of the Bernoulli decomposition, in the spirit of the proof of Theorem 2.1.

**Remark 4.3.** 1. The use of combinatorial estimates for concentration bounds first appeared in the context of Bernoulli variables in P. Erdös’ variant of the Littlewood-Offord Lemma [Er]; that is for linear combinations of Bernoulli variables, improving on W. Doeblin, P. Lévy [DoL, Do]. Further developments for linear functions $\Phi$ can be found in A. N. Kolmogorov [Ko], B. A. Rogozin [R1], H. Kesten [Ke] and C. G. Esseen [Es] (see e.g. [R3]).

2. We stress that in Theorem 4.1, the function $\Phi$ needs not to be linear. This is of importance for the application to random Schrödinger operators, where $\Phi$ will be an eigenvalue of finite reduction of the Hamiltonians depending on random variables.
5. APPLICATION TO RANDOM SCHRODINGER OPERATORS

In this application, we consider random Schrödinger operators on $L^2(\mathbb{R}^d)$ of the type

$$H_\omega = H_\omega := -\Delta + V_\omega,$$

where $\Delta$ is the $d$-dimensional Laplacian operator, and $V_\omega$ is an Anderson-type random potential,

$$V_\omega(x) := \sum_{\zeta \in \mathbb{Z}^d} \omega_\zeta u(x - \zeta),$$

where

(I) the single site potential $u$ is a nonnegative bounded measurable function on $\mathbb{R}^d$ with compact support, uniformly bounded away from zero in a neighborhood of the origin, more precisely,

$$u_- \chi_{\Lambda_{\omega_-}}(0) \leq u \leq u_+ \chi_{\Lambda_{\omega_+}}(0)$$

for some constants $u_\pm, \delta_\pm \in [0, \infty]$;

(II) $\omega = \{\omega_\zeta\}_{\zeta \in \mathbb{Z}^d}$ is a family of independent identically distributed random variables, whose common probability distribution $\mu$ is non-degenerate with bounded support, and satisfies

$$\{0, 1\} \in \text{supp } \mu \subset [0, 1].$$

To fix notations, the set of realizations of the random variables $\{\omega_\zeta\}_{\zeta \in \mathbb{Z}^d}$ is denoted by $\Omega = [0, 1]^{\mathbb{Z}^d}$; $\mathcal{F}$ denotes the $\sigma$-algebra generated by the coordinate functions, and $\mathbb{P} = \otimes_{\zeta \in \mathbb{Z}^d} \mu$ is the product measure of the common probability distribution $\mu$ of the random variables $\omega = \{\omega_\zeta\}_{\zeta \in \mathbb{Z}^d}$. In other words, we work with the probability space $(\Omega, \mathcal{F}, \mathbb{P}) = \bigotimes_{\zeta \in \mathbb{Z}^d} \left([0, 1], B_{[0,1]}, \mu\right)$, where $B_{[0,1]}$ is the Borel $\sigma$-algebra on $[0,1]$. A set $E \in \mathcal{F}$ will be called an event.

$H_\omega$ is a $\mathbb{Z}^d$-ergodic family of random self-adjoint operators. It follows from standard results (cf. [KiMa, Sto2]) that there exists fixed subsets $\Sigma, \Sigma_{pp}, \Sigma_{ac}$ of $\mathbb{R}$ so that the spectrum $\sigma(H_\omega)$ of $H_\omega$, as well as its pure point, absolutely continuous, and singular continuous components, are equal to these fixed sets with probability one.

For $x \in \mathbb{R}^d$, we set $||x||$ its sup norm, and $\Lambda_L(x) := \{y \in \mathbb{R}^d; ||y - x|| < \frac{L}{2}\}$ denotes the (open) box of side $L$ centered at $x \in \mathbb{R}^d$. By a box $\Lambda_L$ we mean a box $\Lambda_L(x)$ for some $x \in \mathbb{R}^d$. By $\chi_x$ we denote the characteristic function of the unit box centered at $x \in \mathbb{R}^d$, i.e., $\chi_x := \chi_{\Lambda_1(x)}$.

Localization is proved at the bottom of the spectrum for the Anderson Hamiltonian without any extra hypotheses. Spectral localization is proved in [AGKW] based on an extension of [BoK] given in [GK4]:

**Theorem 5.1.** Let $H_\omega$ be an Anderson Hamiltonian on $L^2(\mathbb{R}^d)$ as above with hypotheses (I), (II). Then there exists $E_0 = E_0(d, u_\pm, \delta_\pm, \mu) > 0$ such that $H_\omega$ exhibits spectral localization in the energy interval $[0, E_0[$: with probability one, $\sigma_c(H_\omega) = \emptyset$.

If one wants more detailed informations about the region of localization, the following result holds, based on the concentration bound given in Theorem 4.1.

**Theorem 5.2.** [GK4] Let $H_\omega$ be an Anderson Hamiltonian on $L^2(\mathbb{R}^d)$ as above with hypotheses (I), (II). Then there exists $E_0 = E_0(d, u_\pm, \delta_\pm, \mu) > 0$ such that
H_\omega exhibits Anderson localization as well as dynamical localization in the energy interval [0, E_0]. More precisely:

- (Anderson localization) There exists m = m(d, V_{\text{per}}, u_\pm, \delta_\pm) > 0 such that the following holds with probability one:
  - H_\omega has pure point spectrum in [0, E_0].
  - If \phi is an eigenfunction of H_\omega with eigenvalue E \in [0, E_0], then \phi is exponentially localized with rate of decay m, more precisely,
    \|\chi_x \phi\| \leq C_{\omega, \phi} e^{-m|x|} \text{ for all } x \in \mathbb{R}^d. \quad (5.5)
  - The eigenvalues of H_\omega in [0, E_0] have finite multiplicity.

- (Dynamical localization) For all s < \frac{3}{8}d we have
  \[ E \left\{ \sup_{t \geq 0} \|e^{-itH_\omega} \chi_{[0, E_0]}(H_\omega) \chi_0 \|_2^{\frac{2}{s}} \right\} < \infty \text{ for all } m \geq 1. \quad (5.6) \]

Remark 5.3. For an extension to the non ergodic situation where impurities are located on a given Delone set (instead of a regular lattice), see [G2].

Remark 5.4. The same conclusions have been proved to hold for Schrödinger operators with a Poisson random potential [GHK1, GHK2, GHK3].

The full proof of Theorem 5.2 is presented in [GK4]. In particular it combines the multiscale analysis of Bourgain and Kenig [BoK] together with the concentration bound of [AGKW] (Theorem 4.1 above). This yields Anderson localization (using [GK2] for finite multiplicity). To get dynamical localization, one builds on ideas that are by now standard and that come from [A, DeRJLSi, GDB, G1, DSto, GK1, GK2].

In the one-dimensional case the continuous Anderson Hamiltonian has been long known to exhibit spectral localization in the whole real line for any non-degenerate \mu, i.e. when the random potential is not constant [GoMP, KotSi, DSiSt].

In the multidimensional case, localization at the bottom of the spectrum is already known at great, but nevertheless not all-inclusive, generality; cf. [Sto2, K, BoK] and references therein. First proofs of this result are due to Combes Hislop [CH1] and Klopp [Kl2], assuming that the single site probability distribution \mu is absolutely continuous with bounded density. The result relies on a multiscale analysis argument “à la” Fröhlich Spencer [FrSp] and adapted from [DrK]’s discrete version; it took more time and quite some efforts to carry the Aizenman Molchanov approach of fractional moments [AM] over the continuum [AENSSt], still under the regularity assumption on \mu.

The absolute continuity condition of \mu can be relaxed to Hölder continuity of \mu, both in the approach based on the multiscale analysis, and in the one based on the fractional moment method. The basis in the former case is an improved analysis of the Wegner estimate, which was first noticed by Stollmann in [Sto1]. Important improvements in Wegner estimates with (not too) singular continuous measures \mu have then been successively obtained in [CHNa, CHKl1, CHKlR, GKS, HuKiNaStoV] until the recent optimal form due to Combes, Hislop and Klopp [CHKl2]; all theses improved forms provide in particular some continuity property of the integrated density of states.

However, techniques relying on the regularity of \mu seem to reach their limit with log-Hölder continuity. In particular, until recently the Bernoulli random potential had been beyond the reach of analysis in more than one dimension. For that
extreme case, i.e., of $H_\omega$ with $\mu \{1\} = \mu \{0\} = \frac{1}{2}$, localization at the bottom of the spectrum was recently proven by Bourgain and Kenig [BoK].

In [BoK], the Wegner estimate is obtained along the lines of (an elaborated version of) the multiscale analysis, scale by scale, through a combination of a quantitative unique continuation principle together with a lemma due to Sperner [Sp]. Although it definitely requires some technical care, it is quite clear from the analysis of [BoK] that the result extends to any measure for which a Sperner’s type argument is valid. See for an illustration of this point the note [GK3] where $\mu$ is a uniform measure on some Cantor set ($\mu$ turns to be log log-Hölder continuous in this example).

Localization was thus proved for the two extreme cases: $\mu$ regular enough and $\mu$ Bernoulli, and with two different proofs, none of which applying directly to the other case. Our motivation was then to find a single proof for any non degenerated measure, and thus unifying these two extreme results. A key step, the concentration bound extending the Sperner’s Lemma estimate used by Bourgain and Kenig, was obtained in [AGKW]. The full technical details of the extension of the multiscale analysis of [BoK] are provided in [GK4].

To fix notations, consider a scale $L$, $H_{L,\omega}$ a suitable restriction of $H_\omega$ to a cube $A_L$, of side $L$ with Dirichlet boundary condition, and $R_{L,\omega}(z)$ its resolvent (that is now a compact operator). The spectrum of $H_{L,\omega}$ is thus discrete and given $E \in \sigma(H_\omega) = [0, +\infty]$ we want to investigate the size of $\|R_{L,\omega}(E)\|$ and show it is $\leq e^{L^{1-\delta}}$, $\delta > 0$, with probability at least $1 - L^{-p}$, for some $p > 0$ (note that $\|R_{L,\omega}(E)\|$ may be infinite, namely when $E \in \sigma(H_\omega)$, but typically, this should happen for a set of $\omega$’s of small measure. This amounts to analyse the probability that $\text{dist}(E, \sigma(H_{L,\omega})) \geq e^{-L^{1-\delta}}$.

The strong form of the Wegner estimate reads as follows [CHKl2]: there exists $C_W < \infty$, such that for $\eta$ small enough and $L$ large enough, (recalling (4.1))

$$\Pr(\text{dist}(E, \sigma(H_{L,\omega})) < \eta) \leq C_W Q_{\omega_0}(2\eta)L^d. \quad (5.7)$$

It is worth pointing out that (5.7) is an a priori estimate that is independent of the existence of localized states. Applying (5.7) with $\eta = e^{-L^{1-\delta}}$ obviously leads to the needed estimate. A weaker version, corresponding to the approach of Bourgain Kenig, reads as follows. Let $S$ be a subset of $D \cap A_L$, and $\omega_S = (\omega_\zeta)_{\zeta \in S}$. There exists $C_W < \infty$ and $\delta_0 > 0$ s.t., for suitable events $F_{L,\omega_S} \subset \mathcal{F}$ coming from the multiscale analysis, for $L$ large enough, $\delta, \varepsilon > 0$ small enough,

$$\Pr_S(\text{dist}(E, \sigma(H_{L,\omega})) < e^{-L^{1-\delta}}; F_{L,\omega_S}) \leq L^\varepsilon Q_Z(2e^{-L^{1-\delta}}), \quad (5.8)$$

where $\mathcal{P}_S = \bigotimes_{\zeta \in S} \mu$ is the restriction of $\mathcal{P}$ to $S$, $Z = \Phi(\omega_S)$ is a random variable such that for any $\omega_S$, for any $\nu_c \geq \delta_0$,

$$\Phi(\omega_S + \nu_c) - \Phi(\omega_S) > 2e^{-L^{1-\delta}}. \quad (5.9)$$

In practice, $\Phi$ is an eigenvalue of the finite volume operator, and property (5.9) follows from a quantitative unique continuation principle. Note that unlike what happens in the strong form, it is a only collective effect of the random variables $\omega_\zeta$, $\zeta \in S$, that provides some decay. The best universal bound is the following concentration bound coming from Theorem 4.1:

$$Q_Z(2e^{-L^{1-\delta}}) \leq C|S|^{-\frac{1}{2}}. \quad (5.10)$$

In practice, $|S| = L^{\frac{3}{2}d-}$, so that the probability in (5.8) amounts to $L^{-\frac{3}{2}d+}$. 

---
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